Preliminary Project Proposal

COTSBots – CS504

Team members: Travis DeVault, Jon Lamb

Project Description:


The basic idea behind the project is to try to get the robot to learn obstacle detection and avoidance using the camera available on the android phone. This will be expanding a project that I did in the EC class, by implementing a genetic algorithm onto the phone, and allowing this algorithm to learn what images contain impending obstacles. The algorithm will perform edge detection on images received through the camera, and then based on the changing position of the edges, decide whether or not the robot is about to run into an obstacle and take appropriate action. The algorithm will use an attached IR sensor to determine whether or not it was correct in it's assessment. This is the first stage of the project and will probably not take long, but the project has three other parts.


Part two of the project will be to refine the GA to make it more likely to correctly assess all the obstacles available; previously the GA was not able to correctly assess some situations. Ideas to do this include: a new fitness function, many more test cases, giving higher weight to difficult cases. At this point we'll want to build a dynamic set of test cases that will grow as the robots run into obstacles. For instance, when a robot runs into something (the IR sensor goes off) the robot will then add the last few seconds of video into a library of tests. The robot will also add some normal or easy situations to this library for ever hard case added. To do this we will have the robot connect to some other device to store the test cases, or maybe the robot will be able to store them in the phone's memory, this isn't decided yet. We'll need to set a maximum number of test cases obviously and update this library in some way.

The highest fitness individual will be the one running on the bot at any given time, and after the test library has updated a number of times (undefined yet) the robot will stop and run through another couple of generations with the updated library.


Part three of the project is to allow two or more robots to share information in regards to learning situations. In this respect if two robots are in different rooms learning the types of obstacles in each room, then we'd want them to both update the same test library and run their GAs using this library. With this ability the robots should be able to be moved into each other's room and still be able to navigate the environment without colliding with obstacles.

Advantages:


This is a good project because it's a good start for any robot that will be navigating an area and that doesn't want to bump into objects. Using a camera to recognize the environment is impressive and it is also easy to expand the utility of these functions. Jon has an idea for a future project that includes training the robot to find certain 'good' items within the room. This would probably also be done using some sort of evolutionary algorithm.

Disadvantages:


There are many disadvantages to this approach, mainly being the limited versatility of a single camera. There's no way to see in 3D using one camera, which would be very handy when trying to detect 3D obstacles. There's also an issue of time and phone capability. Can the phones process the images fast enough to run this GA effectively? I've heard of a few tricks that make image processing faster, and I might give them a try. Also We'll be using OpenCV for the image processing, which is supposedly pretty fast. Even if it all works respectably fast, the robots will have to be spend time creating a test library by wondering around a room, maybe for hours. This might be a problem given the battery life and the time restraints of the class. It'll also mean that if we make a goof in the algorithm or something else doesn't work, we won't know for potentially a long time.

Design:


The gray tank looking body with an android brain.

Code:


We'll be using standard Android Java. The code will be mostly new, since the code I previously wrote was in C# and the algorithm will be modified a bit. We'll be using the Controller Java code written last semester and the Arduino code that communicates with android. We'll also need to create a method for the arduino to communicate when the IR sensor fires.


When we have the robots saving video to a location as test cases, we may write some code to help maintain that, but it's more likely that the bots will do that since they're accessing the data.

Extra Parts:


None.

