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a b s t r a c t

A new robot, known as the Scoutrobot, is introduced in this paper. It is capable of moving along the
ground and jumping over a surmountable obstacle. The Scoutrobot can patrol a harsh environment by
rolling or jumping while delivering environmental information to the user. It requires less time and
makes use of simpler mechanisms to overcome obstacles compared to conventional robots. The Scoutro-
bot contains several sensors, including two cameras for distance measurements and ultrasonic sensors
for alignment. The jumping motion is performed by releasing a pneumatic cylinder against the ground.
The jumping height is controlled with a pulse-width modulation-control mechanism on the pneumatic
valve. An automatic lift-up structure is used to recover the robot’s initial pose after it jumps up or down.
A robot management system provides a three-dimensional virtual display image of the robot’s location
and pose.

� 2008 Elsevier Ltd. All rights reserved.
1. Introduction

Robots are evolving continuously as technologies advance and
users demand more sophisticated tasks. It is commonly under-
stood that a robot must have a specific mechanism to comply with
a required function. For example, wheels or caterpillar tracks are
often used so that the robot can climb over or avoid an obstacle
of considerable height. As a floor navigating robot with wheel
mechanism a Scoutrobot is developed [1,2]. The main role of the
robot is on patrolling and monitoring an environment with a fast
movement and delivering the information of the environment.
Scout robots are also applied to the tasks for rescue and search
[3,4]. In this paper, we propose a new robot mechanism to over-
come an obstacle based on human behavior: jumping over the
obstacle instead of climbing over or crawling under it. Although
humans can easily jump over some objects, they cannot roll along
the ground, limiting their traveling speed. Thus a robot with funda-
mental jumping and rolling movements is particularly desirable.

We designed a jumping robot and used it to patrol a rugged
environment while avoiding obstacles by rolling and jumping.
The robot was required to provide information about the environ-
ment in front of it as it encountered and maneuvered around
obstacles. This information was collected using sensors and
cameras, and delivered to a remotely placed user. Our tests demon-
strated that the robot was sufficiently strong and flexible to with-
stand the impact caused by jumping onto an object or down to the
ground. One simple way of reducing the damage from impacts is to
ll rights reserved.
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use a lightweight body design. This reduces the size of the robot so
it can fit in a small space and maneuver through narrow channels.
However, a robot that is too lightweight cannot be fully equipped
with the necessary components, such as cameras, sensors, and bat-
tery. A weight limited to a range that can be easily lifted by a hu-
man with a compact packing of the robotic components appears to
be a suitable compromise.

A jumping robot can be used for military purposes and security
surveillance, or as a rescue device for an accident scene. Its power-
ful functions, such as camera vision, wireless communication, and
sensor detection, allows the system to be used as a substitute for
dangerous human military operations, for monitoring specific
areas, and for rescuing injured people from rugged terrain or a crit-
ical situation. Our proposed jumping robot, known as the Scoutro-
bot, is based on an exceptional mechanism, and provides obstacle
avoidance using stereo vision and a jumping control algorithm. A
three-dimensional display represents live movements of the robot
using a perspective transformation, which allows the user to view
the scene around the robot more effectively than a simple two-
dimensional display.

2. System configuration

Conventional robots that utilize a wheel or caterpillar track
mechanism to crawl under, climb over, or go around small obsta-
cles require a complicated design and can be very costly. The pro-
posed jumping mechanism allows the robot to overcome an
obstacle as long as it can be surmounted by jumping, eliminating
the time wasted by a detour. Several mechanisms have been devel-
oped previously to permit a robot to jump, such as a winch wire
release [5], spring compression, and pneumatic extrusion [6,7].
and visual management of a jumping robot, Mechatronics (2008),
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Fig. 2. System configuration of the Scoutrobot.
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The winch wire mechanism has a plate spring used to store a com-
pression force, which is obtained by winding the wire through a
pulley. However, it requires a winding or releasing mechanism
and a long plate spring. Direct compression requires a stiff spring
to ensure that a sufficient force is generated over a relatively small
compressed length, requiring a heavy body to support the large
torque motor and an additional mechanical clutch. We adopted a
pneumatic cylinder that moves fast enough to bounce back from
the ground when it is released by compressed air. This requires
an air tank, which we placed on top of the robot body. The robot
has weight of 3 kg and the size is 250 mm in wheel diameter,
200 mm in length, and 250 mm in height. The strength of the ma-
chine is designed to be durable at impact for a free fall from 1 m
height. The maximum velocity of the robot is 25 cm/s and the max-
imum piston rod velocity is 250 cm/s, which determines the jump
height up to 30 cm. With considering the desired jumping height of
30 cm where the robot weight is a crucial factor, and installment
space for sensors and actuators, the machine size is arrived at
250 � 200 � 250 mm size.

Contrary to the works [6,7], the jumping height is controlled by
combining the body traveling speed with jumping speed consider-
ing the jumping height, which is estimated by vision and sensor.
The jumping speed is controlled by imposing PWM signal with
different duty ratio on the solenoid valve. The structure of the
Scoutrobot is illustrated in Fig. 1.

The robot was designed to jump without inflicting serious dam-
age to its body and to recover its initial pose after the jump. Thus, it
must be flexible and contain a self-returning mechanism. This was
accomplished by installing suspensions on the wheels and a bar
along the back of the robot. During a jumping maneuver, the bar
is released from the robot’s back, and when the robot hits the
ground, the bar is deflected by a spring and returns to its original
position.

The distance to and size of an object ahead of the robot is deter-
mined using two cameras and a stereo vision algorithm. The jump-
ing maneuver is affected by the obstacle height, which is used to
determine the point at which the robot will start to jump, the
vertical jumping velocity required from the cylinder extrusion,
and the forward traveling velocity of the robot. We do not want
the robot to jump too high, which could cause unnecessary damage
to the robot, or to jump too low.

A Bluetooth module is used to transmit and receive commands
between the robot microcontroller and the remote computer using
wireless communication. The camera images are delivered to the
computer via a wireless radio frequency (RF) module. The system
structure for the Scoutrobot is illustrated in Fig. 2, including the
procedures for jumping over an obstacle and the means of deliver-
ing commands and image data between the robot microcontroller
Fig. 1. Structure and components of the Scoutrobot: 1. cylinder, 2. solenoid valve, 3.
motor encoder, 4. camera, 5. ultrasonic sensor, 6. blue tooth module, 7. digital signal
processor controller, 8. electric power circuit, 9. air tank, 10. damper, and 11. motor
driver.
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and the remote computer. The robot views the area in front of it
while it is moving, and the CCD camera images are continuously
transmitted to the PC through the wireless RF module. The image
data are sent to an image grabber, where image processing is per-
formed to determine the shape and size of any obstacles. If an
obstacle is found s, the robot must decide whether the robot to
detour around it or jump over it based on its geometrical measure-
ments, which are obtained by integrating the camera images and
sensor information. When a decision about the object is made,
the final command is delivered to the robot controller digital signal
processor. If the obstacle is small enough to be overcome by jump-
ing, the robot aligns itself so that its direction of motion is normal
to the obstacle baseline. After estimating the height of the obstacle,
the jumping velocity, which determines the jumping height, is cal-
culated and a duty ratio for the valve that controls the pneumatic
cylinder is determined. Eventually, the robot jumps up and lands
on top of the obstacle, or jumps over the obstacle if it is sufficiently
low t. If the object is too high for robot to jump up on it, the robot
detours around the obstacle and keeps moving afterward u.

The movement of the robot in its environment is represented on
a computer screen. A robot management system (RMS) is intro-
duced to provide a framework for the viewable representation.
This renders a view of any object using different orientations and
scans the area around the robot, allowing the user to visualize
the robot’s environment and to navigate the robot in three-dimen-
sional space. The three-dimensional display provides a good view
of the robot’s environment and can be used to determine a landing
position on the ground, which is not possible with a two-dimen-
sional display.

3. Jumping mechanism design and verification

3.1. Mechanism design

The Scoutrobot has length of 250 mm, a wheel diameter of
200 mm, and a height of 250 mm, including its air tanks. A cylinder
is used to exert a jumping force on the ground, which drives the ro-
bot up. This force is determined by a pulse-width modulation-con-
trolled solenoid valve. The air is stored in two air tanks, which
must be recharged when they run out.

After the robot jumps to a high position, it must land safely back
onto the ground. To prevent any damage from occurring, a balance
bar is installed on the back of the robot. A released spring force is
used to move the bar back to its original position after the robot
hits the ground. The wheels are designed to reduce the impact of
and visual management of a jumping robot, Mechatronics (2008),



Fig. 4. Model of cylinder speed control by PWM signal.
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the ground when the robot jumps. This results in a set of springs
resembling umbrella ribs, as shown in Fig. 3.

The weight and size of the Scoutrobot are its most critical de-
sign factors. Lighter robots will jump higher and land safer. How-
ever, smaller weights require smaller dimensions, which limit
the number of sensors, actuators, and wireless modules. A compact
packing of all components is desirable to minimize the size and
weight, and these components should be as small as possible.

When the height of the obstacles is determined by vision pro-
cessing, the robot waits for a command from computer whether
the robot jumps or goes around. The computer calculates the
height of obstacle and the distance to obstacle and sends a message
to the robot. The command message code for jumping or turning
around is set as Table 1. The notations of ‘‘J1” means jumping with
speed mode 1, and ‘‘T5” represents detouring the obstacles. The
other values after ‘‘T” denotes speed modes where larger value is
assigned with faster speed. The jumping speed is controlled by
pneumatic valve by assigning different duty ratio.

The jumping height depends on the traveling and jumping
speeds of the body. The jumping angle, a major factor in determin-
ing the jumping height, is determined from a vector sum of the two
speeds (see Fig. 5). The jumping angle becomes small when the ro-
bot travels fast and the jumping speed is relatively slow. The jump-
ing speed of the Scoutrobot is determined by the cylinder speed
which is controlled by a pulse-width modulation (PWM) signal
variation supplied to the pneumatic valve. For example, the cylin-
der speed decreases when a low duty ratio is applied to the valve,
which means that the valve blocks the line connected to the cylin-
der more often than it allows the line to remain open. Experimen-
tal jumping heights for various duty ratios are given in a later
section. In Fig. 4, the model of the cylinder speed control by
PWM is illustrated.

When the robot takes a command of jumping over obstacles or
jumping onto the obstacles from the result of the camera image
processing, the robot is determined an appropriate traveling veloc-
ity and piston rod projection speed. When the two speeds are set
on robot movement, the projectile trajectory is determined. If the
height of obstacles is small enough to jump over, the traveling
speed does not have to be set fast. Only piston rod speed is con-
trolled enough to jump over. For large height jumping case of near
Fig. 3. Wheel design with a suspension mechanism.

Table 1
Command message code for jumping or turning around motions

Height 10–15 cm 15–20 cm 20–25 cm 25–30 cm Over 30 cm
Command J1 J2 J3 J4 T5
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30 cm, the traveling speed need to be set fast enough to increase
the maximum jumping height because the starting speed of jump-
ing is a vector combination of traveling speed and piston rod speed.

The jumping height is calculated as follows:

xðtÞ ¼ v0xt

yðtÞ ¼ v0yt � 1
2

gt2;
ð1Þ

where x(t) and y(t) are the horizontal and vertical positions of the
robot, respectively; v0x and v0y are the initial traveling speed and
vertical jumping speed before jumping, respectively; g is the gravi-
tational acceleration; and t is the elapsed time after jumping. The
initial jumping velocity written in vector form is

v0 ¼ v0xiþ voyj ð2Þ

The user varies v0x by adjusting the robot’s speed, while v0y is se-
lected to obtain an appropriate jumping height, which is a function
of the force exerted by the cylinder that is controlled by the valve
duty ratio. The jumping angle is determined from the horizontal
and vertical speeds,

k ¼ tan�1 v0y

v0x

� �
: ð3Þ

If we do not take into account frictional losses and the fact that
the cylinder pressure reaches approximately the supply pressure
[7], the equation of the cylinder rod is given by

mr€z ¼ AðP � P0Þ �mrg ¼ ðPs � P0ÞðA� A0Þ ð4Þ

where mr the cylinder rod mass, P and P0 are the cylinder chamber
inlet and outlet pressures, respectively. A and A0 are the pressure-
giving and pressure-receiving areas. We can assume that the cylin-
der rod moves at uniform acceleration until it reaches the cylinder
stroke L. Thus, the cylinder rod velocity vr is given as

2€zL ¼ v2
r ð5Þ

The cylinder rod velocity also varies by the change of duty ratio on
the valve. In other words, at low duty ratio, the rod velocity is very
slow. There is an almost linear dependency between the duty ratio
and rod velocity. By (4), (5), and the duty ratio the rod velocity is
given by

vr ¼
2ðPs � P0ÞðA� A0Þ

mr
Lc ð6Þ

where c is the valve duty ratio. The required vertical jumping speed
is determined by combining the two constraints. Once this is
known, the corresponding duty ratio needed for the solenoid valve
to cause the pneumatic cylinder rod to exert the desired force on
the ground can be determined from the pneumatic pressure, mass
and visual management of a jumping robot, Mechatronics (2008),
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of the cylinder rod, and mass of the robot body. By utilizing the im-
pact principle between two bodies, the vertical jumping speed v0y

can be expressed by

v0y ¼
mrvr

ðM þmrÞ
ð7Þ

where M is the robot body mass, and c is the valve duty ratio. The
maximum jumping height is determined by projectile motion

ymax ¼
v2

0y sin2ðkÞ
2g

ð8Þ

The jumping angle is determined by the horizontal traveling speed
v0x and vertical jumping speed v0y shown as (3). The vertical jump-
ing speed is used to ensure that the robot jumps to the correct
height and is based on the calculated height of the obstacle. If the
vertical speed is too high, the robot can be damaged when it lands
on the surface of the obstacle after jumping. If the vertical speed is
too low, the robot will not make it over the leading edge of the
obstacle. Therefore, a specific condition for stable jumping must
be imposed. When the robot jumps onto an object, the landing spot
xh is located between the leading and far edges of the obstacle, as
shown in Fig. 5. When the robot jumps over an object, xh is located
at a point beyond the obstacle. The robot decides to jump over or
land on an object purely from the geometrical information, relying
on its camera vision or predefined data for each obstacle. The max-
imum jumping height ymax must be greater than the maximum
height of the obstacle. The maximum horizontal distance is either
the far edge of the object if the robot is jumping onto an object or
the landing distance if the robot is jumping over an object. Consid-
ering this basic understanding of jumping, the restraints are

d1 < xh < d1 þ d2 for jumping onto an obstacle
xh > d1 þ d2 for jumping over an obstacle

�
;

ymax > h
th > tmax

ð9Þ

where d1 is the jumping distance to the leading edge of the obstacle,
which is usually determined in advance to ensure that it is safe to
jump; d2 is the obstacle width, which can be given to the robot
by the user or estimated from the robot vision process; th and
tmax are the landing time and the time to reach the maximum ver-
tical jumping height of the robot, respectively; and h is the height of
the obstacle, which is measured using the robot vision system. The
robot vision determines the jumping distance based on the stereo
vision of the Scoutrobot, and delivers this information to the robot
controller. The obstacle width can be estimated by commanding the
robot to step to the side and record an image of the obstacle. How-
trajectory

y
ht land

maxt

1d 2d

obstacle

Fig. 5. Determining the
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ever, this will slow down the robot due to the time required to mea-
sure the side of the obstacle before the robot can return to its
jumping position in front of the obstacle. Without predefined infor-
mation for each obstacle, the camera vision system provides the
next best source of information.

The landing time th can be computed from (1) by substituting
the obstacle height h for the vertical distance and considering that
the result must be greater than tmax:

th ¼
v0y þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
v2

0y � 2gh
q

g
: ð10Þ

Thus, from (9), the vertical jumping velocity v0y must satisfy

d1 < v0x

v0y þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
v2

0y � 2gh
q

g
< d1 þ d2

ymax ¼
v2

0y sin2ðkÞ
2g

> h:

ð11Þ

Given v0x, the corresponding vertical speed is determined by
adopting the conditions given by (11). From a practical point of
view, the landing time can be set to 20% longer than tmax.

The required vertical jumping speed is determined by combin-
ing the two constraints. Once this is known, the corresponding
duty ratio needed for the solenoid valve to cause the pneumatic
cylinder rod to exert the desired force on the ground can be deter-
mined from the pneumatic pressure, mass of the cylinder rod, and
mass of the robot body.

Since v0 depends on both the horizontal and vertical velocities
of the robot, the jumping height can be controlled by changing
these values. Once the robot recognizes the height of an obstacle
by utilizing its camera vision and sensors, it can determine the
appropriate jumping velocity associated with its traveling speed,
resulting in a jumping angle. Fig. 6 shows the air flow rate control
by PWM signal on the valve to have different cylinder exerting
speed, resulting in different jumping height.

The Scoutrobot must be sufficiently durable to withstand an im-
pact with the ground or obstacle when jumping, which can be
determined by analyzing the stress distribution during impact.
We used the Nastran software package to determine the stresses
on the robot body. The weakest parts were the wheels and wheel
gears. The gear axis had the highest stress, but this was not above
the maximum yield stress of the material, demonstrating that the
structure as a whole is sound (Fig. 6). The robot is equipped with a
spring suspended shock absorbers rather than standard absorbers
in order to reduce wheel mass. This results in a set of springs
resembling umbrella ribs which makes the total wheel weight
hx

ing time

x

h

0v

y

λ

x

jumping velocity.

and visual management of a jumping robot, Mechatronics (2008),



Fig. 6. Stress distribution on the gear connected with wheel.
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light. Usually, standard shock absorbers are heavy not to be em-
ployed in jumping robot. In addition, the standard costs relatively
higher than the umbrella ribs typed spring suspension.

3.2. Jumping performance

Several tests were performed to study the jumping performance
of the robot. The dominant factors that determined the jumping
height were the cylinder rod speed, cylinder pressure, and robot
traveling speed. Fig. 7 shows the experimental and theoretical
jumping heights under various conditions. As expected, the jump-
ing height increased with the duty ratio and the height also in-
creased with the traveling speed and cylinder rod speed, which
also caused the jumping speed and angle to increase. For theoret-
ical computations, the dimensions of the robot are selected with
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Fig. 7. Jumping height variations by theoretical computation and experiment for
various duty ratio: (a) speed = 10 cm/s, pressure = 5 kg/cm2 and (b) speed = 20 cm/s,
pressure = 7 kg/cm2.
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mr ¼ 0:05 kg, M ¼ 1:4 kg, A ¼ 0:001256 m2; A0 ¼ 0:0006406 m2.
The cylinder rod speed was controlled by the duty ratio of the
PWM-controlled valve. Fig. 8 shows sequential images of the robot
jumping up onto an obstacle. For this example, the estimated dis-
tance, corresponding jumping speed, and alignment with the
obstacle were all predetermined.

The jumping performance for a stair is tested how effectively
the robot can jump on the stair. When the robot detects a stair
ahead, the robot poses a jumping on mode. Before jumping, the
robot should be aligned to the front line of stair. Without align-
ment with the stair line, the robot tends to fall back to the
floor or lower stair. The average success rate for a jump onto
a stair is around 75% while jumping over obstacles comes up
to 90%. The difference of success rate for each case arises from
different situation. Jumping onto a stair is stricter than just
jumping over obstacles because the stair jumping needs a well
alignment with the stair front line not to have a falling-back to
floor.

4. Recognizing obstacles and estimating their dimensions

The height and distance to an obstacle must be known or at
least estimated for the Scoutrobot to successfully jump over it. If
the obstacle is too large, the robot must avoid it by detouring.
The robot determines whether jumping or detouring is more
appropriate based on the distance to the obstacle, height of
the obstacle, and shape of the obstacle. In most robots, a set
of ultrasonic sensors is used to measure the distance to an ob-
ject, but the signal from these sensors is sometimes poor due
to the narrow view angle and unexpected noise. In addition,
the dimensions of an object cannot by easily measured with
ultrasonic sensors. Thus, a camera is sometimes combined with
the ultrasonic sensors to obtain two-dimensional values of the
vertical and horizontal lengths of the object by considering the
geometric relation between the camera and image frames, which
is known as a forward projection. Fig. 9 illustrates the computa-
tions used to determine a point on an object based on the focal
length f and the coordinates of the point with respect to the
camera frame, Z and Y.

If we use only one camera, the robot can only recognize
two-dimensional features, not the depth of an object. To over-
come this limitation, binocular camera vision can be adopted
for a robotic vision system. By using inverse projection map-
ping, which identifies three-dimensional geometric information
about an object from two-dimensional image coordinates and
the mapping between the camera and image frames, the three
geometric components of the object can be computed, includ-
ing the depth of the object. An epipolar line is desirable to
save time determining corresponding points between images
from the two cameras. However, an epipolar line search yields
undesirable noise signals due to incomplete camera setups or a
camera selection based on CMOS. As an alternative, we set the
two cameras parallel to each other so that the distance to
the object Z can be calculated based on simple trigonometric
properties between the object and the camera coordinates
(see Fig. 10):

Z ¼ Tf
d
; ð12Þ

where T is the distance between the two cameras, f is the focal
length of the cameras, and d is the horizontal image disparity
ðxl � xrÞ between the two image coordinates of a point on the object.

Once the distance to the obstacle is calculated, the starting
point for a jump can be predetermined as a fixed value located in
front of the obstacle. Then the vertical speed of the robot body
can be calculated according to the height of the obstacle. If the
and visual management of a jumping robot, Mechatronics (2008),



Fig. 8. Sequential images of the Scoutrobot jumping.

Fig. 9. Measuring the dimensions of an object using the image frame information.
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obstacle has multiple levels, such as stairs, the first jump from the
ground is performed by computing the travel speed and vertical
jumping speed. The following jumps are performed by rotating
the cylinder body to obtain an appropriate angle to jump to the
next level since the robot will not be able to attain its desired trav-
eling speed in the available space between steps. When an obstacle
appears in front of the robot, it will calculate the distance to and
the height of the object as it approaches the starting point for
the jump. If the object is small enough to jump over, the robot
can adjust its traveling and vertical jumping speeds as required.
The higher the object, the higher the vertical and horizontal speed
Please cite this article in press as: Kim DH et al., Mechanism, control,
doi:10.1016/j.mechatronics.2008.05.004
assigned by the robot controller will be, which increase the jump-
ing velocity ðv0Þ.

The height of the object is determined by cameras and ultra
sensors. The distance to the obstacle is obtained by stereo vision.
If the correspondence between a pair of image feature point is
established, inverse projective-mapping holds. By this inverse
mapping, the geometry of obstacles in a three-dimensional space,
particularly the distance to the obstacle is obtained. Once the dis-
tance is estimated, the height of obstacle is computed from calcu-
lating the pixel image size displayed on screen. The estimated
value by vision has much error as the distance is far away from
and visual management of a jumping robot, Mechatronics (2008),



Fig. 10. Geometric properties of an object between two cameras.

Fig. 12. Three-dimensional display of the robot and its environment.
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the obstacle, hence a fixed distance to the obstacle is always se-
lected before jump. The obstacle height H is determined as follows.

H ¼ Zf
d

ð13Þ

Once an object is captured on camera, the vision system first takes a
binary process to save memory and to ease image processing. The
binary process is based on the threshold value, but this varies on
environment. Thus, a histrogram is introduced to determine an
appropriate threshold value for captured image. Next, an edge
detection technique is employed to calculate the size and shape
of obstacles. In this work, Prewitt mask is used because it provides
thinner edges compared with Sobel mask. In Fig. 11 two results of
edge detection are shown where the left image is done by Sobel
mask and the right one is done by Prewitt mask. As seen the results,
even after edge detection is done, undesirable noise remains. The
noise is eliminated by median filter.

Once the image is converted to edged image, the center of
obstacle is computed from maximum and minimum pixel in
x- and y-direction, respectively. In other words, the center of
obstacle is calculated as follows.

xc ¼
xmax � xmin

2
; yc ¼

ymax � ymin

2
ð14Þ

The size of the obstacle is computed by computing the area using
mass center principle, which simply adds shaded portion in
x- and y-direction. The shape of the obstacle is purely determined
by vision process. When all edge information on the obstacle is
obtained, the computer recognizes how it looks like by comparing
pre-stored object information. When the captured object and
extracted object from data base show pretty reliable agreement
the computer recognizes the obstacle whether is of triangle, rectan-
gle, or cubicle, etc.
Fig. 11. Results of edge detection by Sobel mask (left) and Prewitt mask (right).
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5. Three-dimensional robot localization display

As robot technologies advance, we would like robots to become
human-friendly objects that interact with their environments
rather than simple machines that follow commands. A three-
dimensional robot motion display including an environment image
tracker and robot–human interconnection are key issues that must
be developed. A three-dimensional display permits different per-
spective or projection views by rotating the robot viewing angle
and by zooming in on the scene. For the Scoutrobot, the location
or ground condition is displayed after the robot jumps, and live
images are provided to the human user. Fig. 12 shows an example
of the three-dimensional robot and environment display. Human
users can easily view and interpret the robot’s movement and cor-
responding environment, and advanced users can prevent the ro-
bot from moving into prohibited areas.

The RMS provides a three-dimensional view of the robot. The
robot moves around the environment and encounters obstacles.
The location of the robot in the defined space needs to be measured
even if it does not cover any environment. The environment
around the robot is visually displayed by employing the RMS and
location of the robot is estimated by the information of ultra sen-
sors and encoders. In other words, once the robot is placed on cer-
tain location the ultra sensors sends the signal and measures the
distance of the robot from the wall. Encoders equipped in wheels
update the traveling distance for the robot. The RMS is a system
to show visually the location of the robot placed in three-dimen-
sional space by employing 3D applications. Also, the trajectory of
Fig. 13. Direct3D robot management system program.
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the robot is displayed and information of the robot is delivered to
main computer. Through the RMS operator can easily move the ro-
bot to the desired location and view the robot in various direction
and location.

The Direct3D RMS, which is capable of viewing the robot and
environment using three-dimensional shapes, was used for the
Scoutrobot. A three-dimensional projection was included to pro-
vide a perspective view. This system provides users with a sense
of realism, as if they were navigating with the robot in real time
and recognizing the information detected by the robot’s sensors,
such as position, obstacle appearance, and route condition. The
communication and vision programs were integrated so that all
program segments could be incorporated into one program. The
integrated program is illustrated in Fig. 13. All sub-functions are
represented by sub-windows, enabling the program to generate
various perspective views.

5.1. Structure of the RMS

One of the basic functions of the RMS is to provide command
and image data to human operators without requiring physical
intervention with the robot. This requires wireless communication
between the robot controller and the user. The system is designed
so that the command data are transmitted by a Bluetooth module
while image data are transmitted by a RF module. The overall RMS
structure is shown in Fig. 14. The remote controller receives input
data from the remote user. The RMS program is executed on a PC
and delivers control commands to the robot. By adopting this
structure, the RMS supervises all functions and three-dimensional
displays, and all information such as the current communication
status, robot location, and jumping potential of encountered obsta-
cles. This configuration provides users with flexibility when con-
Fig. 14. System structure of the remote RMS.

Fig. 15. Robot and map display using a (a) projection transfo

Please cite this article in press as: Kim DH et al., Mechanism, control,
doi:10.1016/j.mechatronics.2008.05.004
trolling and monitoring the robot without relying on direct
observations.

5.2. Formation of a three-dimensional viewing image

Several coordinate transforms are required to create the robot
display, especially the three-dimensional view. To describe the
coordinate transforms, world and moving coordinates are defined
for the initial phase; view and projection transforms are used for
the subsequent phases. The world coordinate system describes
all points with respect to origin-referenced coordinates, while
the moving coordinate system is defined on the object with respect
to local coordinates.

The position and orientation of a local coordinate-based object
can be expressed in world coordinates using a translation and ori-
entation transformation matrix. A view transformation is used to
transform all objects into camera coordinates and places a viewer
in the world coordinate system. In camera space, the camera or
viewer is placed at the origin, viewing in the positive z-direction.
The corresponding view matrix for the view transformation relo-
cates objects near the cameras from the world coordinate system.
The view matrix is derived by combining the translation and rota-
tion matrices for each axis.

We apply a projection transformation after the view transfor-
mation. This is similar to adjusting the inside of a camera or select-
ing a camera lens, and consists of a scale and perspective
adjustment. The transformation converts the viewing frustum into
a cube. Since the near end is smaller than the far end at the viewing
frustum, the transformation effectively enlarges the object.

The far and near transformations move the viewing frustum to
new coordinates. When the frustum is modified to a cube, the ori-
gin moves from the top left corner to the center. However, the pro-
jection matrix adjusts the translation and orientation of the object
based on the distance from the camera to the front clipping plane.
This gives rise to an indeterminate depth comparison between ob-
jects if we do not consider the field of view, which means that
every object over a range of distances will have almost the same
z value. To overcome this problem, an aspect ratio of the viewport
is taken into consideration for each point of the object. Fig. 15 illus-
trates the projection and perspective projective transformations
for the Scoutrobot, and implies that the latter is more realistic be-
cause a robot located in the distance is drawn smaller than a robot
located close by.

An advanced three-dimensional display technique was devel-
oped for the Scoutrobot to provide a more realistic robot display.
The three-dimensional projection was a mathematical transfor-
mation that projected a three-dimensional point onto a two-
dimensional plane. This is the first step of a computer graphics
rendering process, where the location and orientation are
required.
rmation and (b) perspective projection transformation.
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Similar to the previous schemes, a three-step procedure was
adopted for the three-dimensional projection, consisting of world,
camera, and perspective transformations. In the world transforma-
tion, four matrices were used for the rotation about the x, y, and z
axes and the translation. The world transformation was the prod-
uct of the translation and rotation matrices, with the translation
matrix applied first. A scaling matrix was also included to adjust
the magnitude of the matrix elements along each axis. The final
Fig. 16. RMS procedures of the Scoutrobot w

Please cite this article in press as: Kim DH et al., Mechanism, control,
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form is as follows: world transformation = translation � rota-
tion � scaling. After the world transformation was completed, a
camera transformation was performed by introducing viewer coor-
dinates and transforming the coordinates of each point from the
reference frame to the viewer frame. The camera transformation
was the reverse of the world translation and orientation transfor-
mations. The result was multiplied by a perspective transforma-
tion. In practical computer renderings, the viewer can select the
ith three-dimensional projection display.
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distance of objects in a simulated view by considering the perspec-
tive distortion. Therefore, to obtain a three-dimensional projection
on a two-dimensional screen requires the following matrix prod-
uct: perspective transformation � camera transformation �world
transformation.

5.3. Application to the Scoutrobot

The procedures used to control and observe the three-dimen-
sional visual display of the Scoutrobot are illustrated in Fig. 16.
As the user operates the RMS, the Bluetooth module communicates
with the robot using serial connections, and then the location and
orientation of the robot is identified on a map based on the infor-
mation supplied by the ultrasonic sensors and stereo vision. This
information is transferred to the RMS and so that the location of
the robot can be visualized on a screen for the user. The user can
command the robot to jump, move, or rotate to the desired loca-
tion, or can let the robot assume a specific pose to cope with its
environment. The distance moved is estimated by encoders at-
tached to the wheels and is displayed on the screen. The orienta-
tion of an object is also estimated by computing its geometry
based on image frames. Eventually, the translation and orientation
of the robot is displayed by the Direct3D system [8–10]. The Visual
C++ based OpenGL tool is utilized in this display representation
[11]. Views of the jumping trajectory, location, and orientation of
the robot can be shown on the three-dimensional display with
the help of the world, view, and projection transformations, and
the three-dimensional projection, which represents the live
three-dimensional motion of the robot.
6. Conclusions

The newly developed Scoutrobot is distinguished from other
robots because its control scheme allows it to jump over obsta-
cles or harsh environments without requiring complex mecha-
nisms employed in other obstacle-overcoming robots. The
jumping mechanism and control scheme produce a flexible robot
that can adapt to various obstacle heights. The jumping mecha-
nism consists of a pneumatic cylinder, which provides sufficient
force and is relatively simple. The jumping height is controlled
by a combination of the jumping and traveling speeds. The
Please cite this article in press as: Kim DH et al., Mechanism, control,
doi:10.1016/j.mechatronics.2008.05.004
height of an obstacle is estimated from stereo vision cameras
and ultrasonic sensors on the robot. The jumping speed is con-
trolled by assigning an appropriate duty ratio value to a PWM-
controlled valve; the ratio varies depending on the obstacle
height and traveling speed. Two ultrasonic sensors provide con-
tinuous alignment during travel and ensure that the robot has
well aligned poses before jumping, enhancing the reliability of
the jumping procedure. A RMS was designed to observe and con-
trol the robot on a remote screen with a three-dimensional dis-
play, which required world, camera, projection, and three-
dimensional projection transformations. The environment around
the robot is displayed on the screen at the same time so that
users can perceive as if they were navigating with the robot.
Further study is required to upgrade the Scoutrobot’s perfor-
mance in terms of jumping on or over different types of obsta-
cles. Our group is currently focused on this task. New types of
mechanism and control algorithms are being investigated, being
introduced in short term.
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